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Approximate k-NN Graph Construction: A Generic
Online Approach
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Abstract—Nearest neighbor search and k-nearest neighbor
graph construction are two fundamental issues that arise from
many disciplines such as multimedia information retrieval, data-
mining, and machine learning. They become more and more
imminent given the big data emerge in various fields in recent years.
In this paper, a simple but effective solution both for approximate
k-nearest neighbor search and approximate k-nearest neighbor
graph construction is presented. These two issues are addressed
jointly in our solution. On one hand, the approximate k-nearest
neighbor graph construction is treated as a search task. Each
sample along with its k-nearest neighbors is joined into the k-
nearest neighbor graph by performing the nearest neighbor search
sequentially on the graph under construction. On the other hand,
the built k-nearest neighbor graph is used to support k-nearest
neighbor search. Since the graph is built online, the dynamic update
on the graph, which is not possible for most of the existing solutions,
is supported. This solution is feasible for various distance measures.
Its effectiveness both as k-nearest neighbor construction and k-
nearest neighbor search approaches is verified across different
types of data in different scales, various dimensions, and under
different metrics.

Index Terms—k-nearest neighbor graph, nearest neighbor
search, high-dimensional, NN-descent.

I. INTRODUCTION

G IVEN a dataset S, the k-NN graph refers to the structure
that keeps top-k nearest neighbors for each sample in the

dataset. It is the key data structure in the manifold learning [1]–
[3], computer vision, machine learning, multimedia information
retrieval [4], and video annotation [5]. Due to the fundamental
role it plays, it has been studied for several decades. Basically,
given a metric, the construction of k-NN graph is to find the
top-k nearest neighbors for each data sample. When it is built in
brute-force way, the time complexity is O(d·n2), where d is the
dimension and n is the size of dataset. Due to the prevalence of
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big data issues in various contexts, both d and n could be very
large.

Despite numerous progress has been made in recent years, the
major issues latent in the approximate k-NN graph construction
still remain challenging. First of all, many existing approaches
perform well only on low-dimensional data. The scale of data
they are assumed to cope with is usually less than one million.
Moreover, most of approaches are designed under specific metric
i.e., l2-norm. Only recent few works [4], [6], [7] aim to address
this issue in the generic metric spaces. Thanks to the introduc-
tion of NN-Descent in [4], the construction time complexity has
been reduced from O(n1.94) [6] to O(n1.14) for data with low
dimensionality (e.g., 5) [4].

Besides the aforementioned major issues, many existing ap-
proaches still face another potential problem. Namely, most of
the approaches are designed to build approximate k-NN graph
for a fixed dataset. In practice, it is not unusual that the dataset
changes from time to time. This is particularly the case for
large-scale multimedia search tasks. For example, the photos
and videos in Flickr grow daily. Given k-NN graph is adopted
to support the content-based search and browse. The new items
should be searchable in the next minute after being uploaded.
Similar scenario is expected for e-shopping. The new products
should be ready for retrieval and browsing by content right after
being put on sale in the website.

In these scenarios, one would expect the k-NN graph that
works behind should be updated dynamically. Unfortunately,
for most of the existing approaches [4], [8]–[10], the dataset is
assumed to be fixed. Any update on the dataset invokes a com-
plete reconstruction on the k-NN graph. As a consequence, the
aggregated costs are very high even the dataset is in small-scale.
It is more convenient if it is allowed to simply insert/remove the
samples into/from the existing k-NN graph. Nevertheless, it is
complicated to update the k-NN graph with the support of con-
ventional indexing structure such as locality-sensitive hashing
(LSH) [11], R-Tree [12] or k-d tree [13].

Another problem that is closely related to approximate k-NN
graph construction is the nearest neighbor search (NN search),
which also arises from a wide range of applications. The nearest
neighbor search problem is defined as follows. Given a query
vector (q ∈ Rd), and n candidates in S that are under the same
dimensionality. It is required to return the sample(s) that are the
closest to the query according to a given metric m(·, ·).

In this paper, a generic approximate k-NN graph construction
approach is presented. The issues of k-NN graph construction
and NN search are addressed under a unified framework. The
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graph construction problem is treated as a k-NN search task. The
approximate k-NN graph is incrementally built by invoking each
sample to query against the graph under construction. After one
round of k-NN search, the query sample is joined into the graph
along with the discovered top-k nearest neighbors. The k-NN
lists of samples (already in the graph) that are visited during
the search are accordingly updated. The NN search basically
follows the hill-climbing strategy [14]. In order to achieve high
performance in terms of both efficiency and quality, two major
innovations are proposed.
� Restricted recursive neighborhood propagation (RRNP) is

proposed to introduce the newly coming sample to its most
likely neighbors, which enhances the quality of approxi-
mate k-NN graph considerably.

� In order to boost the search performance, a lazy graph diver-
sification (LGD) scheme is proposed. It helps to avoid un-
necessary distance computations during the hill-climbing
while involving no additional computations.

The advantages of this approach are several folds. Firstly, the
online construction avoids repetitive distance computations that
most of the current approximate k-NN graph construction ap-
proaches suffer from. This makes it more efficient than the clas-
sic NN-Descent algorithm [4]. Secondly, the online graph con-
struction is particularly suitable for the scenario that the dataset
is dynamically changing. Moreover, with the support of k-NN
graph, efficient NN search is achievable as demonstrated in [15],
[16]. As a result, two related issues have been jointly addressed
in our solution. Compared to the state-of-the-art NN search ap-
proaches [8], [15], [16], it shows similar or even slightly higher
search efficiency while maintaining an online k-NN graph. The
advantage is that it allows the user to browse over hyperlinks
between closely related contents (i.e., k nearest neighbors). Fur-
thermore, our approach has no specification on the distance mea-
sure, it is therefore a generic solution, which is confirmed in our
experiments.

The remainder of this paper is organized as follows. In Sec-
tion II, a brief review of the research works on the approximate
k-NN graph construction and approximate k-NN search is pre-
sented. Section III presents an NN search algorithm upon which
the approximate k-NN graph construction approach is built. Sec-
tion IV presents an online approximate k-NN graph construction
approach and the enhancement schemes. A more efficient NN
search approach based on the online graph is presented in Sec-
tion V. The experimental studies about the effectiveness of pro-
posed k-NN graph construction and NN search are presented in
Section VI. Section VII concludes the paper.

II. RELATED WORKS

A. k-NN Search

The early study about the k-NN search issue could be traced
back to the 1970 s when the need for NN search on the file sys-
tem arises. In those days, the data to be processed are in very
low dimensions, typically 1D. This problem is well-addressed
by B-Tree [17] and its variant B+-tree [17], based on which
the NN search time complexity could be as low as O(log(n)).
B-tree is not naturally extensible to more than 1D case. More

sophisticated indexing structures were designed to handle NN
search in multi-dimensional data. Representative structures are
k-d-tree [13], R-tree [12] and R*-tree [18]. For k-d tree, pivot
vector is selected each time to split the dataset evenly into two.
By applying this bisecting repeatedly, the hyper-space is parti-
tioned into embedded hierarchical subspaces. The NN search is
performed by traversing over one or several branches to probe
the nearest neighbors. Unlike B-tree in 1D case, the partition
scheme does not exclude the possibility that nearest neighbor
resides outside of these candidate subspaces. Therefore, exten-
sive probing over a large number of branches in the tree becomes
inevitable. For this reason, NN search with k-d tree and the like
could be very slow. Recent indexing structure FLANN [19],
[20] partitions space with hierarchical k-means and multiple k-d
trees. Although efficient, sub-optimal results are observed.

For all the aforementioned tree partitioning methods, another
major disadvantage lies in their heavy demand in memory. On
the one hand, in order to support fast comparison, all the candi-
date vectors are loaded into the memory. On the other hand, the
tree nodes that are used for indexing also take up considerable
amount of extra memory. Overall, the memory consumption is
usually several times bigger than the size of reference set.

In order to reduce the memory complexity, quantization based
approaches [21]–[25] are proposed to compress the reference
vectors [21], [26]. In recent works [27], [28], the performance
of quantization based approaches is boosted due to the better in-
dexing structure and the efficient computation on GPU. For all
the quantization based methods, they share two things in com-
mon. Firstly, the candidate vectors are all compressed via vector
(or sub-vector) quantization. Secondly, NN search is conducted
between the query and the compressed candidate vectors. The
distance between query and candidates is approximated by the
distance between query and vocabulary words that are used for
quantization. Due to the heavy compression on the reference
vectors, high search quality is hardly achievable. Furthermore,
these types of approaches are only suitable for metric spaces of
lp-norm.

Apart from the above approaches, several attempts have been
made to apply LSH [11], [29] on NN search. In general, there are
two steps involved in the search stage. Namely, step 1 collects the
candidates that share the same or similar hash keys as the query.
Step 2 performs an exhaustive comparison between the query
and all these selected candidates to find out the nearest neighbor.
In recent work, hashing by scalar quantization is also proposed
for large-scale image search [30]. Whereas computational cost
remains high if one expects high search quality. Additionally,
the design of hash functions that are feasible for various metrics
is non-trivial.

Recently, the graph-based approaches have been extensively
explored [7], [8], [14], [31]–[33]. Although they are differ-
ent from each other in details, all of them are built upon a
hill-climbing procedure. The search [14] starts from a group
of random seeds (random locations in the vector space). It tra-
verses iteratively over an approximate k-NN graph or a relative
k-NN graph (built-in advance) by the best-first search. Guided
by the NN graph, the search procedure ascends closer to the
true nearest neighbor in each round until no better candidates
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could be found. Approaches in [8], [14], [16], [32], [33] follow
similar search procedure. The major difference between them
lies in the graph used to support the search. According to recent
study [15], these graph-based approaches demonstrate superior
performance over other types of approaches across a variety of
types of data.

B. Approximate k-NN Graph Construction

The approaches for approximate k-NN graph construction
can be roughly grouped into two categories. Approaches such
as [10], [34] basically follow the divide-and-conquer strategy.
On the first step, samples are partitioned into a number of small
subsets. Exhaustive comparisons are carried out within each sub-
set. The closeness relations (viz., edges in the k-NN graph) be-
tween any two samples in one subset are established. In the
second step, these closeness relations are collected to build the
k-NN graph. To enhance the performance, the first step is re-
peated several times with different partitions. The produced
closeness relations are used to update the k-NN graph. Since
it is hard to design a partition scheme that is feasible for vari-
ous generic spaces, they are generally only effective in l2-space.
Another category of approximate k-NN graph construction, typ-
ically NN-Descent [4] avoids such disadvantages. The graph
construction in NN-Descent starts from a random k-NN graph.
Based on the principle “neighbor’s neighbor is likely to be the
neighbor,” the k-NN graph evolves by invoking comparison be-
tween samples in each sample’s neighborhood. Better closeness
relations that are produced in the comparison are used to update
the neighborhood of one sample. This approach turns out to be
generic and efficient. Essentially, it can be viewed as performing
hill-climbing batchfully [4]. Recently, the mixture scheme de-
rived from the above approaches is also seen in the literature [8].

It is worth noting that approaches proposed in [7], [15], [16]
are not approximate k-NN graph construction algorithms. The
graphs are built primarily for k-nearest neighbor search. In these
approaches, the samples which should be in the k-NN list of one
sample are deliberately omitted for comparison efficiency. While
the links to the remote neighbors are maintained [16]. As a con-
sequence, graphs constructed by these approaches are not k-NN
graph in the real sense. Such kind of graphs are hardly support-
ive for tasks beyond k-NN search. Navigable small-world graph
(NSW) [32] is primarily designed to support fast NN search, it
could be viewed as an online graph construction approach. How-
ever, it is not suitable for approximate k-NN graph construction
for its poor search strategy, which leads to low graph quality.

In most of the aforementioned approaches, one potential is-
sue is that the construction procedure has to keep records on the
comparisons that have been made between sample pairs to avoid
repetitive comparisons. However, its space complexity could
be as high as O(n2). Otherwise the repetitive comparisons are
inevitable even by adopting specific sampling schemes [4]. In
this paper, the approximate k-NN graph construction and k-NN
search are addressed jointly. The approximate k-NN graph con-
struction is undertaken by invoking each sample as a query to
query against the approximate k-NN graph that is under con-
struction. Since the query is new to the graph under construction

Fig. 1. An illustration of k-NN graph G and its reverse k-NN graph G. In the
illustration, k is set to 2.

each time, two samples in the dataset are compared at most once.
The repetitive comparisons are avoided.

III. NN SEARCH ON THE K-NN GRAPH

Before we introduce our graph construction approach, the
NN search, on which the construction approach is based, is
presented. Our search procedure is largely similar as the pro-
cedure proposed in HNSW [16]. Whereas unlike HNSW, our
search procedure is undertaken on a flat k-NN graph instead
of a hierarchical relative neighborhood graph. Compared to the
single-layer search in HNSW, a few modifications are further
introduced. In the flat k-NN graph, both the k nearest neighbors
of one sample and its reverse neighbors are kept. In the follow-
ing, the structure of this graph is discussed before we present
the search procedure.

Given k-NN graph G, G[i] returns a k-NN list of sample i.
Accordingly,G is the reverse k-NN graph ofG, which is nothing
more than a re-organization of graphG.G[i] keeps ID of samples
that sample i appears in their k-NN lists. Noticed that the size
of G[i] is not necessarily k and there would be overlappings
between G[i] and G[i]. An illustration of graphs G and G are
seen in Fig. 1. In our implementation, the union of G[i] and
G[i] are kept in a dynamic array (instead of linked list). The
first k elements are the k nearest neighbors (namely G[i]). The
remaining elements are the reverse neighbors of sample i that
are outside the coverage of k nearest neighbors. For presentation
clarity, these samples in the neighborhood are still referred to as
G[i] and G[i]. With the support of k-NN graph G and its reverse
graph G, the NN search algorithm is presented in Alg. 1.

Alg. 1 in general is a hill-climbing procedure [14] with mul-
tiple starting seeds. The query q is firstly compared to p seed
samples. The compared samples are kept in two priority queues
Q and R. Q basically maintains the top-k nearest neighbors of
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the query q. The retrieved neighbors are sorted in ascending or-
der according to their distance to the query.1 As a closer sample
is joined into Q, the rear sample inQwill be swapped out. Unlike
Q, the size of R is not fixed. In each iteration (Line 11 – 27), the
algorithm visits the neighborhood of the closest sample r ∈ R
to the query q. Q and R are updated accordingly with new close
samples to the query. The iteration continues until R is empty or
Q cannot be updated. In the comparison, the distance function
m(·, ·) could be any metric defined on the input dataset. It is
clear to see this is a generic search algorithm. The major differ-
ences between Alg. 1 and the single-layer NN search algorithm
from HNSW [16] are in two aspects. Firstly, it starts from multi-
ple random seeds, which leads to more stable performance over
HNSW. Moreover, the visited samples and the corresponding
distances to the query are kept. These distances will be used to
assist the online k-NN graph diversification later.

1Without the loss of generality, it is assumed that the smaller of the distance
the closer of two samples across the paper.

IV. ONLINE APPROXIMATE K-NN GRAPH CONSTRUCTION

The prerequisites for the NN search algorithm in Alg. 1 are
the k-NN graph G and its reverse k-NN graph G. In this section,
we are going to show how an approximate k-NN graph and
its reverse graph are built based on NN search algorithm itself.
Additionally, a strategy called restricted recursive neighborhood
propagation is proposed to enhance the quality of approximate
k-NN graph. Moreover, an online graph diversification scheme is
proposed. Compared to the approaches in [7], [15], it involves no
additional distance computations while leading to more efficient
NN search than Alg. 1.

A. Approximate k-NN Graph Construction by Search

In Alg. 1, the search starts from several random locations
of the reference set and moves along several trails. The search
moves towards the closer neighborhood of a query in each itera-
tion. In the ideal case, top-k nearest neighbors will be discovered.
On the one hand, the top-k nearest neighbors of this query are
known after the search. On the other hand, some samples in
the reference set are introduced with a new neighbor (namely
the query). As a result, the k-NN graph could be augmented to
include this query sample.

Motivated by this observation, the online k-NN graph con-
struction algorithm is conceived. First, an initial graph is built
exhaustively from a small subset of S. The size of S is fixed
to 64 in this paper. After that, each of the remaining samples is
treated as a query to query against the k-NN graph following the
flow of Alg. 1. The k-NN list of a query sample is joined into the
graph after each search. The k-NN lists of samples which have
been visited during the search are accordingly updated. The gen-
eral procedure of the construction algorithm is summarized in
Alg. 2.

In Alg. 2, the procedure of approximate k-NN graph construc-
tion is basically a repetitive calling of the NN search algorithm
and graph update function. Function InsertG(·) is responsible
for inserting an edge into k-NN list of r in graphs G and G. The
major operations inside InsertG(·) involve the update of k-NN
list and the reverse k-NN list of r. A sample in the rear of a k-NN
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Fig. 2. The illustration of restricted recursive neighborhood propagation. The
propagation starts from unvisited samples in r’s neighborhood and expands
deeper to the neighbors of r’s neighbor. In the figure, p1 is r’s neighbor, p2
is p1’s neighbor. Neither of them are encountered during the search.

list is deleted if a closer sample is joined in. Distances of k-NNs
are kept to allow the list to be sorted all the time.

Although the size of input dataset is fixed in Alg. 2, it is
apparently feasible for an open set, for which new samples are
allowed to join in from time to time. As will be revealed in the
experiments (Section VI), Alg. 2 already performs very well.
In the following, two novel schemes are presented to further
boost the performance in the graph construction and NN search
respectively.

B. Restricted Recursive Neighborhood Propagation

In the last steps of Alg. 2, the query sample q is inserted
to the neighborhood of each r as long as q is in their k-NN
range. Noticed that only a few rs that are sufficiently close to q
will be considered. In the neighborhood of r, it is possible that
there are some samples that were not compared to q during the
hill-climbing search (shown as empty circles inside the dashed
polygon of Fig. 2(a)). Based on the principle that “neighbor’s
neighbor is likely to be the neighbor,” these unvisited samples
are likely to be close neighbors of sample q. Therefore, it is rea-
sonable to insert q and these unvisited samples into the neigh-
borhoods of each other. After this insertion, it is possible that q
is introduced to meet with more unvisited neighbors. As a re-
sult, such kind of insertion could be undertaken recursively until
no new unvisited neighbors are encountered. In addition, such
kind of propagation is restricted to the close neighborhood of a
sample. For example, as shown in Fig. 2(b), p1’s neighborhood
is propagated only if m(q, p1) is smaller than the distance from
p1 to its k-th neighbor. This operation is called restricted recur-
sive neighborhood propagation (RRNP). We find this operation
further improves the quality of k-NN graph while only inducing
minor computational overhead.

The procedure of RRNP is illustrated in Fig. 2 and shown
in Alg. 3 (Line 9 – 24). In Alg. 3, W is a working queue for
the samples to be propagated. Function Push(·) inserts a new
element at the end of the queue and function Pop(·) removes
and returns the next element in the queue. Firstly, a sample r
is pushed into W . After that, all neighbors of the sample(s) in
W that meet the conditions will be pushed into the queue, and
the k-NN graph is updated accordingly. This operation will be
repeated until the queue is empty, which means that there is no
sample available for propagation.

Although RRNP is conceptually similar to neighborhood
propagation proposed in [35], they are essentially different in
two aspects. Firstly, there is no priority in terms of propagation in
RRNP. All the unvisited samples in one neighborhood are com-
pared with the query in random order. Furthermore, such kind of
propagation is restricted to the close neighborhood (within the
radius of a sample’s k-NN list). The neighborhood propagation
proposed in [35] is more like a mini version of NN-Descent.

C. Lazy Graph Diversification

In Alg. 1, when expanding sample r, all the samples in the
neighborhood of r will be compared to the query. According to
recent studies [7], [15], [16], when samples in the neighborhood
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Fig. 3. An illustration of occlusion in 2D l2-space happens in the neighbor-
hood of sample r. Samples a, b, c, d and e are in the k-NN list of r. m(r, b)
is greater than m(r, a), while m(a, b) is smaller than m(r, b), we say that b is
occluded by a in r’s neighborhood, while sample c and d are not occluded by
a. Actually all the samples located in the moon shape shadow are occluded by
a. Notice that the region that is occluded by a could be beyond this moon shape
region.

of r are very close to each other, it is no need to compare to
all of them during the expansion. The expansion on these close
samples most likely guides the climbing process to the same
local region. The phenomenon that samples in the k-NN list are
closer to each other than they are to r is called as “occlusion” [7].
An illustration of occlusion is shown in Fig. 3. In the illustration,
samples b and e are occluded by sample a. It is easy to see one
sample can only be occluded by samples which are closer to r
than that of it. According to [7], [15], [16], the hill-climbing will
be more efficient when samples like b and e are not considered
when expanding r.

In order to know whether samples in a k-NN list are occluded
by each other, the pair-wise comparisons between samples in
the k-NN list are required [7], [15], [16]. This is unfeasible for
an online construction procedure (i.e., Alg. 2). First of all, k-NN
lists are dynamically changing, pair-wise distances cannot be
simply computed and kept for use all the way. Secondly, it is too
costly to update the pair-wise occlusion relations as long as a
new sample is joined in. It would induce a complete comparison
between this new sample and the rest. Moreover, unlike HNSW
the occluded samples cannot be simply removed from a k-NN
list since our primary goal is to build an approximate k-NN graph
as precise as possible.

In this paper, a novel scheme called lazy graph diversification
(LGD) is proposed to identify the occlusions between samples
during the online graph construction. Firstly, an occlusion factor
λ is introduced as the attribute attached to each sample in a k-NN
list. λs of all the samples in the list are initialized to 0 when the
k-NN list of a new query is joined into the graph. Factor λ will
be updated when another new sample is joined into this k-NN
list at the later stages.

Let’s consider a new sample q to be inserted into sample r’s
k-NN list. In order to update λs of r’s neighbors, we should
know the distances of all the neighbors to r and the distances
between q and other neighbors in the list. The distances to r
are already known. While the distances between the query and
the rest neighbors are unknown. Instead of performing a costly
comparison between q and the rest neighbors, we make use of
distances that are recorded in variable D. Namely, the distances

between q and all the visited samples during the NN search
(Alg. 1). With the support of D, occlusion factor λ of all the
samples in the k-NN list is updated with following three rules.
� Rule 1: λ is kept unchanged for samples ranked before q;
� Rule 2: λ of sample q is incremented by 1 if a sample

ranked before q is closer to q than q to r;
� Rule 3: λ of a sample ranked after q is incremented by 1 if

its distance to q is smaller than q to r.
The default distance of each sample to q is set to ∞. The λs of

not-being-visited neighbors are not updated according to Rule
1 and Rule 3. This is reasonable because the not-being-visited
neighbors should be sufficiently far away from q, otherwise they
are already being visited according to the principle “a neighbor
of a neighbor is also likely to be a neighbor”. Since we have all
the possible distances (between q and samples in the graph) only
after the hill-climbing converges, the operations of inserting q
into k-NN list of r and updating factor λs in the list are postponed
to the end of NN search. Fig. 4 illustrates a trail that is formed
by the NN search. In the k-nearest neighborhood of r, the LGD
operations are applied.

Our approach is different from [15], the graph diversification
is undertaken in a lazy way in the sense no exhaustive compar-
ison is involved within the k-NN list. This scheme is therefore
called lazy graph diversification (LGD). The three rules used
to calculate the occlusion factor are called as LGD rules. Our
approach is also different from the way proposed in [7], [16], in
which the occluded samples (λ > 0) are simply omitted. This
is infeasible in our case as it deviates from the goal of k-NN
graph construction. Alternatively, the occlusion factor λ works
as an indicator of the degree of occlusion. If one sample’s λ is
above the average level λ, it is viewed as being occluded. Such
kinds of samples will not be visited during the fast NN search,
which will be elaborated in Section V. Function ApplyLGD(·) in
Alg. 3, Line 25 is responsible to fulfill LGD rules as one sample
is inserted.

D. Sample Removal From k-NN Graph

In practice, we should allow samples to be dropped out from
the k-NN graph. A good use case is to maintain a k-NN graph for
product photos for an e-shopping website, where old-fashioned
products should be withdrawn from sale. The removal of samples
dynamically from the k-NN graph is supported in our approach.
If the graph is built by Alg. 2, the removal operation is as easy as
deleting the sample from the k-NN lists of its reverse neighbors
and releasing its own k-NN list. If the graph is built by Alg. 3,
before the sample is deleted, the occlusion factors of the samples
living in the same k-NN list have to be updated. Fortunately, not
all the samples in the list should be considered. According to
LGD Rule 3, only samples ranked after this sample should be
considered. The update operations involve k2/2 times distance
computations on average. Given k is a small constant, the time
cost is much lower than fulfilling a query on the graph.

Dynamic sample removal is not conveniently supported by
other k-NN graph construction approaches [32], [32], [36] or
other graph-based NN search indexing structures [15], [16]. In
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Fig. 4. A trail of hill-climbing procedure in 2D l2-space. The hill-climbing starts from a single seed and converges when it reaches the neighborhood of the
query. Query sample q is to be inserted into the k-NN list of r. The occlusion relations between q and the rest samples in r’s neighborhood have to be updated.
The distances from samples in the list to r are known. The distances from q to visited samples in r’s neighborhood are also known. The distances from q to
not-being-visited are ∞. Based on the LGD rules, the occlusion factor λs of samples in r’s neighborhood could be updated.

Fig. 5. The variations in the number of average comparisons required for
insertion of one sample. The experiments are conducted with OLGraph+ on four
million-level datasets, The intrinsic data dimensions for SIFT, YFCC, GIST and
GloVe are 16.3, 23.4, 38.1 and 39.5 respectively. The Recall@1 is maintained
above 0.95 level.

HNSW [16], the sample removal operation may lead to the col-
lapse of the indexing structure. While this issue is not even con-
sidered in [15].

E. Complexity and Optimality Analysis

For both OLGraph (Alg. 2) and OLGraph+ (Alg. 3), the adja-
cency list structure is required to support the search and dynamic
update. Memory for IDs, occlusion factors, and distances of k
neighbors and reverse neighbors must be allocated. As a result,
the upper bound of memory consumption of index is around
20·k·n bytes,2 where n is the scale of the dataset. Since the
structure is the union of neighbors and reverse neighbors, the
real memory consumption will be much lower than this bound.

Essentially NN-Descent, OLGraph, and OLGraph+ avoid ex-
haustive comparison via the routings supplied by the k-NN
graph. The routing is effective when it guides the query quickly
to its true neighbors. This is largely determined by the intrinsic
data dimension [4], which varies from one dataset to another.

In order to investigate the time complexity of OLGraph+,3 an
empirical study is conducted on four real-world datasets with
varying data dimensions and scales. On each dataset, we inves-
tigate the average number of comparisons required to construct
k-NN graphs in different data scales. As shown in Fig. 5, the

2This is estimated with 64bits machine.
3OLGraph demonstrates similar trend.

number of average comparisons required for each dataset is at
least one order of magnitude lower than the size of the dataset.
This basically indicates that the time complexity of OLGraph+

is in the range of [n1.5, n1.9] when the data scale is on the mil-
lion level. The time complexity of OLGraph+ is lower on data
with lower intrinsic dimensions, e.g. SIFT and YFCC. For the
dataset GloVe, its time complexity is close to O(n1.66) as its
intrinsic dimension is as high as 39.5 [37]. However, compared
to the exhaustive approach, OLGraph+ is still very efficient in
the sense it saves up 98% comparisons in terms of its scanning
rate, which will be illustrated in the later experiments. Compared
to NN-Descent, OLGraph+ avoids potential repetitive compar-
isons as each sample is new to the samples already in the graph.
In addition, OLGraph+ skips the comparison to the occluded
samples in the neighborhood due to LGD. In general, it is more
efficient.

In both OLGraph (Alg. 2) and OLGraph+ (Alg. 3), the con-
struction starts from a small-scale k-NN graph of 100% qual-
ity. The search process appends a k-NN list of a new sam-
ple to the graph each time. Meanwhile, the k-NN lists of the
already inserted samples will be possibly updated when the
new sample happens to be in their neighborhoods. It is, there-
fore, a win-win situation for both graph construction and NN
search. Effective search procedure returns high-quality k-NN
list. While high-quality k-NN graph gives a good guidance for
the hill-climbing process.

Besides the size of NN list k, there is another parameter in-
volved in OLGraph and OLGraph+. Namely, the number of
seeds p. Usually, the size of NN list k should be no less than the
intrinsic data dimension d∗ [37], which is less than or equal to
the data dimension d. The number of seeds is usually set to be
no bigger than k. When d is very high (i.e., several hundred to
thousand) and d∗ is close to d, the construction process could
be slow when k is set to be close to d. In such a situation, a
trade-off has to be made between the quality of k-NN graph and
the efficiency of the construction.

V. FAST NN-SEARCH ON THE DIVERSIFIED GRAPH

Under LGD rules, the samples in one k-NN list and the cor-
responding reverse k-NN list are considered as being occluded
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when their λ is higher than λ of the k-NN list, where λ is the av-
erage occlusion factor of the list. This basically indicates these
samples in the list are too close to other samples that they are
no need to be considered during the hill-climbing. The factors
of all the samples in one list are updated dynamically as long
as samples are inserted/removed from the list. As the new sam-
ples are joined in the list, members that are previously occluded
may become “visible”. This is the essential difference between
our approach and HNSW [16], in which occluded samples are
removed permanently once it is identified.

Once the occlusion factor is available, the search algorithm
(Alg. 1) is accordingly modified. When the query is compared
to the neighbors in r’s k-NN list, we only consider the samples
whose λ is no greater than the average occlusion factor λ of this
list, where λ is the average occlusion factor of the k-NN list.
The NN search on the diversified k-NN graph is largely similar
as Alg. 1. In the modified NN search, a conditional judgment
statement (like Line 18 in Alg. 1) is added to check whether the
occlusion factor λ of a sample is above λ. Only the “visible”
samples are joined in the comparison. Speed-up is expected as
nearly 50% of samples in one k-NN list are skipped during the
search.

Although NN search on LGD graph is significantly more ef-
ficient than Alg. 1, it is not suitable to be adopted in the k-NN
graph construction in Alg. 3. The close neighbors that are consid-
ered in the comparison in Alg. 1 will be ignored in this modified
NN search. As a consequence, the samples should be joined in
k-NN lists of each other are simply unvisited. For this reason,
NNSearch(·) (Alg. 1) in Alg. 3 is recommended when one wants
to add a sample to the graph. Alternatively, NN search with LGD
check is recommended as one performs pure NN search. In the
experiment section, we will show that the LGD strategy leads to
considerable speed-up in the NN search. It becomes competitive
in comparison to the state-of-the-art approaches.

To this end, one could imagine that there are two modes in our
online k-NN graph framework, namely the construction mode
and pure NN search mode. Under the pure NN search mode,
ApplyLGD(·) is not called since no k-NN list update is invoked
during the procedure. Under the construction mode, Alg. 3 is
invoked.

The fast online k-NN graph construction and NN search have
been integrated into one framework. Compared to the existing
k-NN graph construction approaches [4], [32], [36], fast dy-
namic insertion, removal as well as NN search on a k-NN graph
are all well supported. Compared to other graph-based NN in-
dexing structures such as HNSW [16] and DPG [15], there is no
offline construction stage. As a result, the cost of dynamically
maintaining the indexing structure is much lower than either
HNSW [16] or DPG [15]. Furthermore, compared to HNSW and
DPG, a diversified k-NN graph and a k-NN graph are maintained
simultaneously4 in one structure. On the one hand, it guarantees
fast NN search. On the other hand, it allows the user to browse
over similar contents via the links between k-nearest neighbors.

4The diversified k-NN graph is actually a subset of k-NN graph.

TABLE I
SUMMARY ON DATASETS USED FOR EVALUATION

VI. EXPERIMENTS

In this section, the performance of the proposed algorithms
is studied both as an approximate k-NN graph construction and
a nearest neighbor search approach. In the evaluation, the per-
formance is reported on popular evaluation datasets. The brief
information about the datasets is summarized in Table I. In par-
ticular, the deep features for YFCC1M are extracted from the
2nd last layer of ResNet-50. The features are further reduced to
128 dimension via PCA.

On the approximate k-NN graph construction task, exist-
ing approaches NN-Descent [4] and NSW [32] are consid-
ered in the performance comparison, both of which are feasi-
ble for various distance metrics. On the nearest neighbor search
task, the performance of the proposed search approach is stud-
ied in comparison to the representative approaches of different
categories. Namely, they are graph-based approaches such as
NN-Descent [4], DPG [15] and HNSW [16]. The representa-
tive locality-sensitive hash approach SRS [38] is considered.
For quantization based approach, product quantizer (PQ) [22]
and double-bit quantization (DBQ) [30] are incorporated in the
comparison. FLANN [19] and Annoy [39] are selected as the
representative tree partitioning approaches. Both of them are
popular NN search libraries in the literature.

A. Evaluation Protocol

Eight real-world datasets are adopted to evaluate the perfor-
mance of both k-NN graph construction and nearest neighbor
search. These datasets are derived from real-world images, text
data, or itemset. The top-1 (recall@1) and top-10 (recall@10)
recalls on each dataset are studied under different metrics such
as l2, Cosine, Jaccard and κ2. Given function R(i, k) returns the
number of truth-positive neighbors at top-k NN list of sample i,
the recall at top-k on the whole set is given as

recall@k =

∑n
i=1 R(i, k)

n×k
. (1)

Besides k-NN graph quality, the construction cost is also stud-
ied by measuring the scanning rate [4] and time cost of each
approach. Given C is the total number of distance computations
in the construction, the scanning rate is defined as

c =
C

n×(n− 1)/2
. (2)

For each dataset, another 1000 or 10 000 queries of the same
data type are prepared. The NN search quality is measured by
the top-1 recall for the first nearest neighbor. The search quality
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Fig. 6. The NN search performance on SIFT and GIST based on the graphs
built by NN-Descent, OLGraph, OLGraph+RRNP and OLGraph+ respectively.
k is fixed to 40 for all the graphs.

is reported along with the number of queries per second. All
the codes of different approaches considered in this study are
compiled by g++ 5.4. In order to make our study to be fair, we
disable all the multi-threads, SIMD, and pre-fetching instruc-
tions in the codes since not all the original codes are optimized
with these techniques. All the experiments are executed on a PC
with 3.6GHz CPU and 32G memory setup.

B. Ablation Study

In this section, the effectiveness of the proposed online graph
diversification scheme (LGD) and graph quality enhancement
scheme (RRNP) is studied. As graph construction and NN search
are closely related in our approach, we study the NN search per-
formance improvement when each scheme is added to OLGraph.
Namely, the NN search performance is studied when the search
is conducted on the graphs built by OLGraph (Alg. 2), OL-
Graph+RRNP, OLGraph+ (Alg. 3) respectively. In OLGraph+,
both LGD and RRNP are integrated. NN search based on k-NN
graph from NN-Descent is treated as the comparison baseline.
The results are shown in Fig. 6.

As seen from Fig. 6, due to the incorporation of the reverse
k-NN list, OLGraph outperforms NN-Descent considerably on
both datasets. The performance of OLGraph is further boosted
as the neighborhood propagation scheme RRNP enhances the
graph quality. The best performance is achieved when the graph
diversification scheme LGD is integrated. According to our ob-
servation, LGD does not enhance the graph quality. Instead,
it helps to skip unnecessary comparisons, which leads to the
higher efficiency for search, and in turn for graph construction.
As both LGD and RRNP are effective, they are integrated into
OLGraph+ in the following experiment.

C. Approximate k-NN Graph Construction

The performance of approximate k-NN graph construction is
studied when the k-NN search algorithm is employed as a graph
construction approach. Eight real-world datasets are adopted in
the evaluation. Among them, NUSW is tested under both l2 and
κ2 distance measures, and Kosarak uses Jaccard distance mea-
sure. The performance of OLGraph (Alg. 2) and OLGraph+

Fig. 7. Top-1 and Top-10 recall of k-NN graphs produced by NSW, NN-
Descent, OLGraph and OLGraph+ on eight datasets.

(Alg. 3) is compared to NN-Descent [4] and NSW [32]. NN-
Descent is recognized as the most effective approximate k-NN
graph construction approach that works in the generic metric
spaces, and NSW is an online approach to construct a naviga-
ble small-world graph for k-nearest neighbor search. The k-NN
graph can be derived from the NSW graph by only keeping
the first k nearest neighbors. In the test, the parameter k in
NN-Descent is fixed to 40 for all the datasets, and the parameters
of OLGraph and OLGraph+ are tuned to reach similar recalls as
NN-Descent. Since it is difficult for NSW to reach similar k-NN
graph quality as the other three approaches, its performance is
reported on the level that its time cost is similar to other ap-
proaches. The scanning rates and time consumption of all four
approaches are reported in Table. II. While the top-1 and top-10
recalls of all the approaches are shown in Fig. 7.

As seen from the table, in most of the cases, the scanning
rates from OLGraph and OLGraph+ are much lower than that
of NN-Descent when their graph quality is maintained on the
similar level. This basically indicates much less distance compu-
tations are involved with OLGraph and OLGraph+. Compared
to NN-Descent, OLGraph and OLGraph+ avoid repetitive dis-
tance computations between any sample pairs. Since the distance
computation is the most computationally intensive operation in
all approaches, OLGraph and OLGraph+ are expected to be
much faster. However, the CPU cache structure is more friendly
to NN-Descent since its distance computations are taken place
in a local at each moment. For this reason, the computation costs
from OLGraph are not considerably lower than NN-Descent as
is shown in Table. II. In contrast, OLGraph+ shows considerably
lower time costs than NN-Descent due to its very low scanning
rate. In particular, it has a greater advantage on high-dimensional
datasets like GIST1M and NUSW.

As shown in Fig. 7, k-NN graphs produced by NSW show
considerably poorer quality than the other approaches when they
take similar time costs. Although NSW and OLGraph are con-
ceptually similar to each other, they are essentially different from
each other. In both OLGraph and OLGraph+, the new query is
attempted to insert into the neighborhoods of all the visited sam-
ples. In NSW, only the neighborhoods of returned top-k samples
to the query are updated when a new query is joined in. As a
result, a sample outside of the top-k ranking has no chance to
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TABLE II
SCANNING RATES AND TIME CONSUMPTION OF NN-DESCENT, NSW, OLGRAPH AND OLGRAPH+ ON EIGHT DATASETS

Fig. 8. The NN search performance on eight datasets. Five graph-based approaches are considered in this study. OLGraph and OLGraph+ are the approaches
proposed in this paper. Because the source codes of HNSW and DPG do not support sparse matrices, they do not participate in the comparison on Kosarak dataset.

add the new query into its neighborhood. For this reason, the
graph quality is low. This in turn degrades its performance as an
NN search indexing structure.

D. Nearest Neighbor Search

In our second experiment, the NN search performance is
compared to three representative graph-based approaches NN-
Descent [4], DPG [15], and HNSW [16], which work in generic
metric spaces. All the approaches are based on the similar
hill-climbing search procedure but different in details. They are
different from each other mainly in the graphs upon which the
search procedure is undertaken. For convenience, the NN search
approaches based on the graph constructed by OLGraph and
OLGraph+ are given as OLGraph and OLGraph+ respectively.
The NN search on graph from OLGraph is based on Alg. 1,
while NN search on OLGraph+ graph is the approach presented
in Section V, in which the LGD check is adopted. In the ex-
periment, parameter k in NN-Descent is fixed to 40 for all the
datasets to be in line with the experiments in [15]. DPG graph is
built upon approximate k-NN graph produced by NN-Descent

and undergone an offline diversification [15]. OLGraph searches
over graph which is a merge of k-NN graph and its reverse k-NN
graph that are produced by Alg. 2. NN search in OLGraph+

is on a k-NN graph merged with its reverse k-NN graph that
has been diversified online by LGD rules (Alg. 3). The param-
eter k in OLGraph and OLGraph+ is also fixed to 40 for all
the datasets. While for HNSW, the search is undertaken on a
hierarchical small-world graph. The graph maintains the links
between the close neighbors as well as the long-range links to
the remote neighbors that are kept in a hierarchy. The parameter
M in HNSW is fixed to 20. The edges kept for each sample in
the bottom layer is 40. Its size of NN list is therefore on the same
level as NN-Descent, OLGraph and OLGraph+.

The search performance on eight datasets is shown in Fig. 8.
Among all the graph-based approaches, the relative better
performance is observed from DPG, HNSW, OLGraph, and
OLGraph+ over NN-Descent. The performance boost mainly
owes to the use of reverse k-NN list and the introduction of
graph diversification. The trend of OLGraph performance curve
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Fig. 9. The NN search performance on three datasets ranging from “easy”
to “hard” (best viewed in color). The performance from seven representative
approaches are plotted in the figure. Figures (a) and (b) report the speed-up
that one approach could achieve when the top-1 recall is on 0.8 and 0.9 levels
respectively.

is similar to that of OLGraph+, whereas OLGraph+ outper-
forms OLGraph on most of the datasets. The performance su-
periority of OLGraph+ largely owes to the LGD strategy. Com-
pared to HNSW, OLGraph+ shows increasingly better perfor-
mance as the recall is set to a high level. It is mainly because
OLGraph+ performs graph diversification on a high-quality ap-
proximate k-NN graph. In contrast, limited by the search frame-
work, HNSW performs the diversification on a dynamically
diversified graph. DPG shows a very similar performance as
OLGraph+ on most of the datasets. Both of the search ap-
proaches are based on the diversified k-NN graph. The proposed
lazy graph diversification is more suitable for the online k-NN
graph as the diversification is performed efficiently whenever
a new sample joins in. In contrast, cross-matching required by
DPG is too costly to be undertaken online.

Compared the result presented in Fig. 8(a) to the one pre-
sented in Fig. 8(b), the high scalability is observed on SIFT
data by the proposed approach. As seen in the figure, the size
of the reference set has been increased by one magnitude, while
the time cost only increases from 0.21ms (per query) to 0.32ms
(per query), when the search quality is maintained on 0.9 level.
Similar high scalability is also observed on deep features i.e.,
YFCC1M (Fig. 8(d)). This is good news given the deep features
have been widely adopted in various applications nowadays. In
contrast, such kind of high speed-up is not achievable on NUSW,
GloVe1M, and GIST1M. It is clear to see that the efficiency of
graph-based approaches is partly related to the intrinsic data
dimension [4], [7]. When the intrinsic data dimension is low,
with the guidance of a k-NN graph or a relative k-NN graph,
the hill-climbing search is actually undertaken on the subspaces
where most of the data samples are embedded. Due to the low di-
mensionality of these subspaces, the search complexity is lower
than it seemingly is. This is one of the major reasons that the
graph-based approaches exhibit superior performance over other
types of approaches.

E. Comparison to State-of-The-Art k-NN Search

Fig. 9 further compares our approach with the most represen-
tative approaches of different categories in the literature. Besides

aforementioned HNSW and NN-Descent, approaches consid-
ered in the comparison include tree partitioning approaches An-
noy [39] and FLANN [19], locality-sensitive hashing approach
SRS [38], vector quantization approaches double-bit quantiza-
tion (DBQ) [30], and product quantizer (PQ) [22]. In the figures,
the speed-up relative to the exhaustive search that each approach
achieves is reported when recall@1 is set to 0.8 and 0.9 levels.
For PQ, it is impossible to achieve top-1 recall above 0.5 due to its
heavy quantization loss. As an exception, its recall is measured
at top-16 for SIFT1M and NUSW, and measured at top-128 for
GIST1M. For DBQ, the vectors are projected by PCA first and
binarized into 256 bits for both datasets SIFT1M and GIST1M.

As shown in the figure, the best results come from graph-
based approaches. This observation is consistent across differ-
ent datasets. The speed-up of all the approaches drops as the re-
call@1 rises from 0.8 to 0.9. The speed-up degradation is more
significant for approaches such as PQ and FLANN. No consid-
erable speed-up is observed for SRS on any of the datasets. This
basically indicates SRS is not suitable for the tasks which re-
quire high NN search quality. For DBQ, the highest Recall@1
are 0.282 and 0.143 with 30.1 and 224.3 times speed-up on
SIFT1M and GIST1M respectively. The representation lacks of
discriminativeness due to the small distance space spanned by
the binary code. Due to its low recall, the results from DBQ
are not plotted in Fig. 9. An interesting observation is that the
performance gap between graph-based approaches and the rest
is wider on the “easy” dataset than that of “hard”. Compared
to the approaches of other categories, the NN search based on
the graph takes advantage of the latent subspace structures in a
dataset. Since the intrinsic dimension of “easy” dataset is low [7],
the hill-climbing is actually undertaken on the low-dimensional
subspace. The higher is the ratio between data dimension and in-
trinsic dimension, the higher is the speed-up of that graph-based
approaches achieve. In contrast, there is such strategy in other
types of approaches capitalizes on these latent structures in the
data.

On the one hand, the high search speed-up is observed from
OLGraph+ on data types such SIFT, GIST, and deep features.
With such efficiency, it is possible to realize a search system with
the instant response on 100 million level dataset by a single PC.
On the other hand, it is still too early to say the problem of
NN search on high-dimensional data has been solved. As shown
on NUSW dataset, where both the data dimension and intrinsic
data dimension are high, the efficiency achieved from all the
approaches is still limited. As pointed out in another work from
us [48], the difficulty faced in this case is directly linked to the
“curse of dimensionality,” which will remain as an open issue.

VII. CONCLUSION

We have presented our solution for both approximate k-NN
graph construction and nearest neighbor search. These two is-
sues have been addressed under a unified framework. Namely,
the NN search and NN graph construction are designed as an
interdependent procedure that one is built upon another. The ad-
vantages of this design are several folds. First of all, the approxi-
mate k-NN graph construction is treated as an online procedure.
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It allows the samples to be inserted in or dropped out from the
graph dynamically, which is not possible from most of the exist-
ing solutions. Moreover, no sophisticated indexing structure is
required to support this online approach. Furthermore, the solu-
tion has no specification on the distance measure, which makes
it a generic approach both for k-NN graph construction and NN
search. Superior performance is observed on both k-NN graph
construction and nearest neighbor search tasks under various test
configurations.
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